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Abstract

Purpose: While generalizability (G) theory is widely recognized as a method for estimating the reliability (precision) of measures,
its unique approach to partitioning and quantifying variance also yields validity (accuracy) evidence. Yet, G theory’s ability to
provide validity evidence is much less understood and established in the literature. The purpose of this paper is to demonstrate G
theory’s potential for addressing a wide array of health sciences education validity questions.
Methods: Using Kane’s validity framework, this paper explores the use of G theory in the health sciences literature by presenting a
number of validity applications. The G studies investigate validity-related measurement questions and demonstrate how G theory
contribute to one or more of the four types of Kane’s validity inferences (scoring, generalization, extrapolation, and implication).
Results: Each G study is linked to one of Kane’s four types of validity inferences. The studies presented in this paper demonstrate
how a G theory analysis of score variance, usually within existing (in vivo) assessment data, simultaneously provides researchers
with evidence regarding both reliability and validity and offers a more accurate portrayal of the relationship between the two.
Discussion: Because each application of G theory is unique, the examples provided do not represent the entire range of potential
applications, but rather demonstrate the methodological flexibility of G theory in addressing complex validity questions. Further
advances will require researchers to develop and share additional innovations in G study design and work together to develop a
consensus regarding its role in validity research.
© 2020 King Saud bin Abdulaziz University for Health Sciences. Production and Hosting by Elsevier B.V. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Generalizability (G) theory is a statistical frame-
work used to model and analyze measurements (e.g.,
multiple-choice tests, direct observations, or ratings).
G theory uses generalizability (G) studies to model the
composition of assessment scores and decision (D)
studies to forecast the reliability of measurements
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given various conditions (e.g., number of items, num-
ber of raters, number of occasions, number of stations,
etc.) under which they could be obtained.1 While a G
study’s estimate of universe (true) score variance is
commonly used to generate estimates of reliability, its
ability to quantify multiple, individual sources of
measurement error also yields validity evidence.
Although classical measurement theory regards reli-
ability research as addressing score precision and val-
idity investigations as yielding evidence of accuracy, G
theory renders this distinction as somewhat outdated
since a G study can partition and quantify score vari-
ance in ways that simultaneously provide information
regarding both precision (reliability) and accuracy
(validity).

Classical test theory (CTT) suggests that for any
assessment we administer, the “true score” is the only
desired source of variance; yet, a score will always
contain unwanted sources of errordboth random and
systematicdthat will impact both reliability and val-
idity. The more inconsistent the score estimate, the less
reliable it is; and, the greater the magnitude of un-
wanted variance within a score, the less valid the
interpretation becomes. Health science educators
generally understood the classical relationship with the
commonly cited dictum: reliability is a necessary but
not sufficient condition for validity (technically: reli-
ability sets the upper limit on the correlation between a
test measure and a criterion). So, educators tended to
expect that increases in score reliability would also
increase score validity. However, in many assessment
environments, the relationship between reliability and
validity is more nuanced. In fact, within health science
education, an inverse relationship between reliability
and validity has often been observed. For instance,
efforts to improve test validity by switching from
multiple-choice tests to performance assessments have
produced lower reliabilities. Similarly, initiatives to
improve reliability with standardized testing proced-
ures is thought to reduce validity. From a CTT
perspective, these assessment outcomes might appear
counter-intuitive. However, G theory’s liberalized
perspective of the classical measurement approach
does model and predict the realeworld relationships
between reliability and validity (e.g., the reliability-
validity paradox).1

Even though the developers of G theory promoted
its role in validity research more than 45 years ago, it is
still primarily regarded as a method for estimating only
the reliability of assessmentsdwhile its ability to
provide validity evidence is much less understood and
established.2 This may be partially attributed to the

unique and often nuanced presentation of the concepts
and statistical designs that accompany each new
application. Cronbach alluded to this in an early dis-
cussion of the topic, stating that G theory has “a pro-
tean quality. The procedures and even the issues take a
new form in every context.“3; p.201). It is this protean
nature that has made it difficult to provide widely
applicable and practical guidance regarding G study
validity applications and made extant advice neces-
sarily theoretical and abstract in nature.4 Similarly, the
notion of validity has been contextualized and applied
somewhat differently within health science education,
which has challenged commonly accepted un-
derstandings of validity.5 Fortunately, however, as the
number of G theory validity applications in health
science education accumulate, an opportunity is
emerging to provide methodological guidance by
documenting existing G theory research within a
contemporary validity framework. This paper describes
G studies specifically designed to investigate validity-
related measurement questions and identifies how
these G studies contribute to one or more of the four
types of validity inference (scoring, generalization,
extrapolation, and implication) as described by Kane.6

While the examples presented in this paper generally
match this contemporary concept of validity, certain
examples point to areas where modern validity theory
might need to be expanded. It is also clear that while
this paper focuses on the quantitative aspects of these
inferences, there is also the potential for qualitative
evidence to contribute to each of the four inferences.
The eclectic set of G theory examples presented here
demonstrate how a G theory analysis of score variance,
usually within existing (in vivo) assessment data,
simultaneously provides researchers with evidence
regarding both reliability and validity and offers a
more accurate portrayal of the relationship between the
two.

2. Validity applications of G theory

2.1. Investigating case specificity: modeling and
partitioning random error

One of the earliest validity applications of G theory
in health science education research involved the
investigation of case specificity. The term case speci-
ficity suggests that clinical problem-solving depends
largely on the case presented.7 The case-specific aspect
of performance assessment was brought to the atten-
tion of medical educators in a book by8 summarizing
their attempts to measure medical reasoning within

283C. Kreiter, N.B. Zaidi / Health Professions Education 6 (2020) 282e290



real and simulated clinical encounters. In describing
their observations, the authors made special note of the
weak correlations (<.25) they observed between per-
formance scores across clinical cases. They surmised
that these low correlations implied that clinical per-
formance measures depended more upon case-related
knowledge than the ability to apply reasoning skills.8

Because their interpretation of the correlational evi-
dence questioned the existence of the clinical
reasoning construct, their research set the stage for a
series of important validity-related research questions.
Although simple correlation coefficients provided the
initial evidence for case specificity, researchers soon
began to employ G theory to examine the variance not
shared across clinical cases (i.e., error variance).

In G theory investigations of case specificity, re-
searchers first estimated the magnitude of the person
(p)-by-case (c) (pc) variance component.9 As expected,
given the low correlation between clinical cases, the pc
interaction variance component was found to be quite
large. While this finding did not dramatically enhance
our understanding of case specificity, it did motivate
researchers to take the next step and develop a more
elaborated model of the random error in clinical per-
formance assessments. By carefully modeling a com-
plete replication in the universe of generalization (the
set of conditions to which a decision maker plans to
generalize), researchers were better able to identify and
understand the facets contributing to measurement
error in performance assessments. This modeling and
analysis helped demonstrate that earlier studies had
included unrecognized sources of error within the pc
variance estimate.10 Most notably, an occasion (o)
facet and un-modeled residual error were often
confounded in pc variance estimates. Subsequent G
studies examining both experimental data (repeating
the same case on different occasions e p x c x o) and
in vivo performance assessment data confirmed that
most of the estimated pc variance from G studies
originated from random error that was unrelated to the
clinical knowledge required for a specific medical
case.10e12 In short, pc variance estimates had reflected
hidden or confounded error not explicitly modeled in
previous research. While a complete replication
perspective modeled with G theory allowed researchers
to better understand case specificity and identify the
relevant sources of measurement error,13 Jarjoura et al.
used a different application of G theory to provide
another perspective on case specificity.

Jarjoura et al.13 utilized multivariate generalizability
(MVG) to model an SP-based OSCE performance
assessment that generated multiple scores per case.

The assessment data used in their study characterized
performances from 96 medical students (p) rotating
through 16 clinical cases (c). Each case in that study
generated four component skill scores (s): 1.) history,
2.) physical exam, 3.) diagnosis, and 4.) treatment.
Although the univariate pc error variance for the
overall case score was large, MVG estimates of the
correlation (covariance) between the residual errors for
the four skill scores was close to zero (r ¼ .08, .08, .04,
.07, .01, .21 e average r ¼ .11). This clearly demon-
strated that the student-by-case-by-skill (pcs) interac-
tion, rather than student-by-case (pc) interaction was
the primary source of measurement error. The authors
further concluded that ignoring the multivariate nature
of performance assessments was likely to result in a
biased (increased) estimate of pc measurement error in
a univariate model, and that variation in case-specific
knowledge related to the medical content across
cases explained only a small portion of the total error
variance. They went on to suggest that given the
multidimensional nature of medical cases, the validity
of performance assessments could be substantially
enhanced, and the measurement error reduced, by
applying case specific weights to component skill
scores in computing a total case score. These weights
would be selected to provide a specific emphasis on
certain skill areas, minimizing the overall error vari-
ance. A subsequent study by Schuwirth and van der
Vleuten14 also challenged the defensibility of
combining scores into a total “trait” measure when
scoring OSCEs and the mini-CEX. Aggregating scores
across stations or cases assumes, sometime inappro-
priately, the interchangeability of clinical skills.

On the other hand, some scores are expected to vary
(i.e., “state” variables) and should not be considered
interchangeable. Although not addressed in this paper,
validity applications of G theory should consider
whether scores come from tau equivalent tests (i.e.,
individuals are assumed to have a constant true score
over tests, but the error variances may vary across
tests) or essentially tau equivalent (i.e., tests differ in
their true score means but not true score variance). This
distinction impacts scoring inferences.15

Although these examples of validity evidence do
not fit seamlessly within Kane’s validity framework,
they do reflect on an extrapolation inference. At the
most basic level, this research investigates what is
being measured by these performance assessments. If
the construct being measured is in fact consistent with
our understanding of the skills required to provide high
quality patient care, then an extrapolation argument is
supported.
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2.2. Investigating construct irrelevant variance
(CIV): partitioning systematic true score variance
using sampled in vivo test date

G theory has been shown to be useful in identifying
and quantifying sources of construct irrelevant vari-
ance (CIV) that threaten validity. CIV represents a
source of systematic error that tends to be consistent
across observations of an individual. This type of
nonrandom error is introduced by a variety of psy-
chological and situational factors and tends to manifest
as construct-irrelevant test difficulty and construct-
irrelevant contamination in score interpretation.16 In a
G study designed to estimate systematic error, Kreiter
et al.17 investigated the degree to which ratings of
clerkship preceptors’ instructional skills might be
inappropriately assessing characteristics of the clinic in
which the preceptor worked. In terms of Kane’s val-
idity inferences, this would threaten extrapolation as
scores might not reflect real-world teaching perfor-
mance in the clinic.6 To investigate this possibility, the
researchers employed sampling along with G theory to
dissect the proportion of score variance reflecting a
preceptor’s teaching performance from the proportion
of variance associated with the clinic in which the
preceptor worked. The study allowed a perspective on
the validity and fairness of using means from this
rating process to measure a teacher’s (preceptor’s)
effectiveness. The objective of the investigation was to
assess the degree to which preceptors working in
clinics less suited to the educational mission were
experiencing CIV in the form of systematic negative
rating bias. In other words, the degree to which the
same preceptors working in different clinics would
receive different scores.

Since for all foreseeable applications of the rating
form, preceptors would always be nested within a
single clinical site, the study17 regarded this design
feature as an immutable aspect of the rating process.
To investigate the impact of this rating design, the re-
searchers used two specialized samples (A & B) of
in vivo rating data. For sample A, each rating was of a
different preceptor nested within a clinic site. This
implied that within the G study of sample A, the
object-of-measurement was site, and the universe
(true) score reflected only the influence of site. In
sample B, multiple ratings of the same preceptor
within a site were analyzed. The measurement model
for sample B treated preceptor as the object-of-
measurement despite the fact that preceptors were
nested within a single site. This effectively confounded
preceptor and site characteristics, producing a universe

score reflecting the combined influence of the clinic
and preceptor. By examining the difference in the
magnitude of universe score variance in samples A and
B, the researchers were able to quantify the degree to
which preceptor ratings reflected site-related CIV. In
this rating process, the researchers found that approx-
imately half the variance that had been previously
attributed to the preceptor (teacher), was in fact a
reflection of the clinical site in which the preceptor
worked. With the type of data used in this study,
ANOVA hypothesis testing of site means was not a
viable option. From a methodological/statistical
perspective, this research offered an example of how
validity issues related to CIV and systematic bias could
be addressed with a G study analysis of purposively
sampled data. While G theory is typically associated
with calculating different types of reliability through
quantifying the components of random error, this
research demonstrated that G theory could also offer
insight into the systematic error that impacts validity.

2.3. Investigating characteristics of the measured
construct related to scoring/rating procedures

To investigate which student characteristics were
assessed by a clerkship rating form, a recent G study
examined the degree to which reliability was enhanced
by increasing the number of days over which a pre-
ceptor was able to observe a medical student within an
emergency medicine (EM) clerkship.18 A G study was
conducted to estimate the relative magnitude of rater
and occasion effects on clinical evaluations conducted
within an EM clerkship rotation at a large Midwestern
medical school. The assessment form was standard-
ized, but the rating process was highly unstandardized
and the ratings were, to an unknown degree, dependent
upon the characteristics of the patients entering the
clinic (along with other clinic-related factors). Given
that a student’s day-to-day exposure to cases within the
clerkship was quite variable, it was logical to assume
that if ratings were based upon the direct observation
of students performing EM clinical skills, each day
would afford unique observational opportunities for
assessing those skills. Since we know from OSCE
score data that the correlation between performance
scores across medical cases is low, it is logical to as-
sume that if the clerkship ratings reflected skills similar
to those measured by an OSCE, increasing the number
of days (which would also increase the number of
cases) over which a student was observed should
enhance score precision (reliability) on the EM clinical
clerkship measure. If the true score variance was not
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substantially increased by adding additional days over
which a preceptor evaluated a student, it could be
inferred that these ratings reflected something sub-
stantially different than what an OSCE score measured.
In the context of Kane’s validity inferences, this relates
to scoring (Is the scoring criteria appropriate for
assessing these student characteristics?), generaliza-
tion (Is this a representative sample of students, raters,
and clinical occasions?), and extrapolation (Are ratings
measuring specific procedural skills required within a
real clinical setting, or alternately, a rater’s subjective
impression of those skills?).6 To assess these questions,
a G study examined a completely nested occasion-
nested-within-rater-nested-within-person (o:r:p) data
collection design. Preceptors completed an evaluation
at the end of each clerkship day, and a balanced
random sample of evaluations in which raters observed
a student on multiple days was analyzed. Although
previous G studies provided estimates of reliability
contingent upon a varying number of independent
ratings (each by a different rater), this was the first
study to estimate the amount of information provided
by multiple ratings from the same rater (Kreiter, 1998).

The findings demonstrated that increasing the
number of days (cases) over which a preceptor rated
the same student had little impact on the reliability of
the mean rating. In other words, if a preceptor rated the
same student on multiple days, rather than on only a
single day, there was little increase in the precision of
the student’s mean score. On the other hand, if a
different preceptor rated a student each day, a large
increase in reliability was observed. In fact, rater-
related variance was more than three times greater
than occasion-related variance. Having a single rater
repeatedly rate a student on different days (cases) did
not generate a reliable mean score. Further, this finding
had important validity implications by suggesting that
these ratings did not primarily reflect a detailed
observation of students performing clinical tasks.
Rather, the ratings appeared to be a product of an
intuitive appraisal of a student’s capabilities, and that
the appraisal was formed early in the studentepre-
ceptor interaction (e.g., a halo effect). While experi-
mental research has found that under certain controlled
conditions (in vitro), raters can change their global
assessment of a student’s clinical skills, this study of
in vivo ratings demonstrated that preceptors were not
likely to change their judgments over multiple repeated
observations within an actual clerkship environment,
and that a mean clerkship rating was not likely to
reflect a detailed observation of a student’s clinical
performance.19

2.4. Investigating the relationship between measured
constructs (concurrent validity)

Over the last 40 years, medical educators have
developed several computer-based case simulations
designed to assess clinical reasoning. A primary goal
for the scores generated by these simulations was to
provide unique information about examinees beyond
that already obtained with multiple-choice question
(MCQ) examinations.20 To address whether this goal
was achieved, Clauser et al.21 employed MVG ana-
lyses using scores from the United States Medical
Licensing Examination (USMLE) computer-based
case simulation (CCS) and the USMLE MCQ exam.
This analytical approach estimated the generalizability
(reliability) of MCQ and CCS scores, the relationship
between them, and the reliability of a composite score.
In that study, 2500 examinees sitting for the USMLE
Step 3 exam responded to samples of both MCQs and
CCSs. Completely crossed and balanced samples pro-
vided data for 10 MVG studies examining performance
on MCQs (n ¼ 180) and CCSs (n ¼ 4). They found
that the MCQ scores were significantly more reliable
than the CCS scores per time interval, but that the
universe (true score) correlation between the two tests
was just r ¼ .69. While the CCS provided less reliable
information, the two exams (MCQ & CCS) did mea-
sure different skill attributes. These results further
suggested that even if one assumed the CCS was more
valid for assessing clinical reasoning, the much higher
reliability of the MCQ exam and its significant rela-
tionship with the CCS justified the inclusion of MCQs
in a composite score designed to reflect an examinee’s
clinical reasoning skills.

In another example, an investigation of the validity
and reliability of portfolio assessment in dental schools
by Gadbury-Amyot et al.22 employed G theory to
determine how many faculty raters and how many in-
dividual components of the scoring rubric for each
competency were needed for the reliable scoring of
portfolios. Using Kane’s (2006) validity argument
framework, they evaluated validity evidence based on
the extent towhich the proposed interpretations and uses
of portfolio assessment were plausible and appropriate.
One of their primary validity claims asserted that “a
primary trait scoring rubric and accompanying traits are
relevant for scoring the portfolios” (p. 663). The rubric
used in this study included portfolio primary traits
(equated to competency), accompanied by trait-level
components, which served as the criteria for raters’
evaluations. Using a fully crossed two-facet design
(portfolio x component x rater), they found only a small
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amount of variance was contributed by the components,
while rater variability produced the greatest source of
error. They surmised that the small proportion of the
variance attributable to the components of the scoring
rubric implied that raters develop a global impression
(the halo effect) that impacted the evaluation of each of
the scoring rubric traits, and that this made it impossible
to provide a valid appraisal of specific competency
components. Given this, any claims based upon
analytical scoring (i.e., requiring a separate score for
each of the evaluation criteria) would likely be
misleading because scores represented a holistic
appraisal, rather than an evaluation of each unique
component of the traits assessed.

Both examples in this category contribute to a
scoring validity inference that address whether or not
the scores should be combined, and to a generalization
inference regarding the level of generalizability or
reliability displayed by a score (singly and a
composite).6

2.5. Investigating implications related to diversity

Using established predictive variables with objec-
tive algorithmic selection techniques will not typically
produce a racially diverse student body.23 To address
this, medical colleges have begun to utilize subjective
methods for selection, and the Association of Amer-
ican Medical Colleges (AAMC) has promoted holistic
review as a preferred approach for enhancing di-
versity.34 It is important to examine how the subjective
judgements employed within holistic review may
impact selection.24,25 An important and largely unex-
amined question relates to how the heterogeneity of
those providing the judgements might affect selection
diversity. This sort of evidence supports inferences
related to implications in the framework of Kane’s four
validity inferences.26 Such evidence would be useful as
it is currently unknown whether enhancing the di-
versity of decision-makers might also promote the di-
versity of the student body by capturing a wider
spectrum of opinion regarding who should become
physicians. In this context, some aspects of rater
disagreement might not be considered a source of
error, but rather part of true score or universe score
variance. For example, Stratton et al.27 introduced a G
theory methodology for measuring the diversity of
subjective opinion within admission interviewers at a
large medical school. They utilized faculty from two
campuses with different educational missions. While
this did not specifically introduce racial or ethnic di-
versity into the interviewer pool, the G study

methodology did examine the impact of interviewer
diversity. That study used the two campus/institution-
types as a fixed facet in a univariate G study and as
a two-level variable in a MVG study. The authors were
able to gauge the impact of adding interviewer di-
versity on interview scores and did not treat the dif-
ferences (disagreements) between raters across
campuses as a source of error. Rather, they modeled
this disagreement as a source of variance that could
potentially enhance validity by increasing the universe
of generalization. More importantly, the study
demonstrated that MVG was a useful analytic tool for
examining validity issues related to the effects of
diverse interviewers or admission committee members.
This technique could examine the impact of different
admission committee demographics (racial or ethnic)
that are currently over- or under-represented in the
medical student population. These groups would then
represent a fixed facet in the G study model, and in this
context, variance representing disagreement between
rater groups would not be treated as error variance. A
measure of the relative importance of using different
groups of raters could be derived and G theory could
examine how diversity in a holistic review admission
committee impacts admissions. It seems reasonable
that if holistic review is viewed as important, medical
schools might be well-advised to seek out the diverse
opinions of their stake holders. Current admission
committees are often comprised of medical school
faculty that do not reflect the types of diversity targeted
by the school. Using G theory to examine the impact of
diversifying admission committees and interviewers
might provide evidence to support further diversity
initiatives.

3. Potential future validity applications of G
theory

3.1. Validity evidence based on test content: defining
what is being measured

It should be noted that when a G study satisfies the
assumption of random sampling from a well-defined
and unrestricted universe of admissible observations,
it also provides validity evidence based on test content.
This is so because random sampling requires carefully
defining the observational universe, and in an educa-
tional context, often provides a straight-forward
approach to establishing evidence based on test con-
tent and extrapolation evidence by better defining what
is being measured. While working at the National
League of Nursing, Kane28 noted that the assessed
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dispositional attributes of an examinee could be
defined in terms of the universe of generalization and
that an examinee’s universe score could define the
target construct as the average performance across a
very large sample of such observations. In such
educational applications, a G coefficient can be inter-
preted as reflecting both reliability and validity and
would support a validity generalization and extrapo-
lation inference.6,28 This is especially relevant in
achievement testing in health professions education
where behaviorally-defined learning objectives (i.e., be
able to define, be able to recognize, be able to predict,
etc.) can be directly mapped to, and are synonymous
with, individual test items. In addition to mapping test
items to specific content and subject areas, cognitive
levels can also be modeled as a fix facet (e.g., Bloom’s
taxonomy) and incorporated into G study models.29

3.2. Extrapolation: investigating MTMM evidence

Although the techniques and concepts that are part
of multitrait-multimethod (MTMM) research have long
been considered an important element in providing
evidence to construct an extrapolation inference, sta-
tistical and methodological complexities associated
with the analytic techniques leaves them seldom used
within health science education.30 As confirmatory
factor analysis (CFA) and other related methods often
yield misleading solutions, researchers chose to sub-
jectively evaluate correlational matrices.31 However,
more objective statistical techniques are needed, and G
theory may offer a viable alternative. Although G
theory-based MTMM research has been successfully
used in the assessments of competence in other pro-
fessions, it has not been applied in health science ed-
ucation.32 The most obvious MTMM application of G
theory is in addressing convergent and divergent val-
idity when different assessment methods or formats are
thought to target the same or different abilities.
Convergent validity can be supported whenever scores
using different measurement procedures (different item
formats, different raters, etc.) are relatively invariant,
and would be indicated by small variances related to
procedure. Discriminant validity would be evident
when person-by-procedure error variance is relatively
large. This usually requires univariate mixed G study
models to examine person-by-format interactions as
MTMM convergent/divergent evidence. Large in-
teractions would demonstrate divergence, and the lack
of an interaction would signal convergence. Multivar-
iate G studies might also be useful for exploring
MTMM questionsdincluding how other newly-

introduced assessments formats compare with exist-
ing formats. For example, it would be of interest to
know how the Multiple Mini-Interview (MMI) com-
pares with the traditional interview.

Also, future research might examine how a Rasch
model, various MTMM techniques, and G theory
perform in real-world applications and within simu-
lated data with know characteristics.

3.3. Detecting construct irrelevant variance (bias)

CIV can produce an over-or under-estimate of an
examination score for an individual. When CIV is
group related, test item difficulty varies for specific
groups of examinees, and examinees will score rela-
tively higher on one set of test items compared to
another set of test items. Although differences in mean
scores do not necessarily reflect bias, when means
differences between test scores (or some other crite-
rion) are observed for sub-groups (e.g., gender or
race), The Standards for Educational and Psycholog-
ical Testing caution that this could reflect a bias, a
form of CIV33 that can impact an implication infer-
ence. To find out if bias exists, G theory could be
employed to model subgroup classification as a facet
in a G study model to estimate the variance attribut-
able to this source. For example, if a G study revealed
a large interaction for a subgroup facet or subset of
items, this would suggest error variance explained by
subgroup membership. In this case, if a large propor-
tion of error was found to be attributable to an inter-
action between subgroups and a subset of test
itemsdit could indicate differences in the meaning of
subgroup scores from an item set and indicate a
different interpretation of validity for different sub-
groups. While G theory has been previously used to
study group bias in a writing assessment, it has not
been employed in assessments used in health science
education.35

4. Caveats and conclusions

Results from G analyses are only generalizable to
the design used (including any limitations related to
hidden, nested, and confounded facets) and to the de-
gree to which the universe of generalization is truly
represented by the sample used for analysis. Consid-
eration of sampling is essential to an accurate inter-
pretation of G study results, yet too often
generalizations are not bound by the sample used in the
G study model.36 Generalizations are necessarily
limited by constraints in the G study design. Decisions
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regarding whether a facet should be treated as random
(conditions sampled represent a randomly sampled
subset of the universe) versus fixed (conditions
selected represent the universe of interest) certainly has
implications for reliability estimation, but also for
validity. A fixed facet may for example imply that all
relevant conditions of interest in a facet are included in
the sample.36 This means that a fixed facet design will
generate results that can only be generalized to the
specific conditions within the measurement design and
is a limiting factor in validity considerations. On the
other hand, a random facet represents a sample that
should be considered interchangeable with any same-
sized, alternative sample representing the same popu-
lation. Given this interchangeability, results can be
generalized to a much larger universedone that is not
bound by the parameters used in the G study. However,
when this assumption of interchangeability is not up-
held, any subsequent validity estimates are question-
able because a different or alternative sample may not
result in similar findings. With G theory, as with any
research, it is inappropriate to generalize beyond the
study’s parameters.

Ebel37 asserted, “Validity has long been one of the
major deities in the pantheon of the psychometrician. It
is universally praised, but the good works done in its
name are remarkably few” (p. 640). A survey of the
health science education assessment literature suggests
this is still largely true, and the lack of a consensus in
defining validity makes high quality studies rare.5

While researchers routinely generate reasonably ac-
curate estimates of reliability for the measures they
use, validity evidence is often weak or entirely
neglected. The dearth of high-quality validity studies
almost certainly stems from the lack of robust research
designs, unclear definitions and conceptualizations of
validity, and impractical statistical methodologies. G
theory can help address this problem and provide re-
searchers with a more concise approach to generating
meaningful validity evidence. Because G theory can
often be applied to in vivo data, it provides a viable
alternative to experimental designs (in vitro data) that
are often impractical and/or unethical in health science
education.

The examples presented here represent a small
subset of potential designs that can provide validity
evidence. Because each validity application of G
theory has unique design features, further advances
within health science education will require research
methodologist to further develop innovative research
designs, publish their findings, and construct an

expert consensus regarding the best use of the the-
ory in validity research. While there is no single,
correct way to apply G theory in validity research,
guidance can be provided. The presentation and
application of the theory will depend upon many
factors including data sampling opportunities, the
applicable G and D study designs, whether multi-
variate models can be applied, and familarity with G
study methodology. Most importantly, future ad-
vances will require that researchers continue to
explore and share new applications.
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